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moTivaTion
󰄲 Image degradation modeling and synthesis have
wide range of applications:  Image restoration, 󱇣 Data
augmentation, and 󰈯 Simulating artistic effects

󰀨 Existing methods –
• are labor consuming: each model is designed for

each downstream application, which requires strong
domain knowledge.

• have difficulties modeling localized degradations
• require supervised degradation parameters

ConTribUTions
󱐃 First universal degradation model: one

architecture for all types of global and
localized degradations

 Disentangle-by-compression method:
learning disentangled degradation rep;
resentation without explicit supervi�
sion

󰙰 Plug-and-play: enabling blind image
restoration for inversion;based meth;
ods for the first time

Use Cases (U-𝑛) and PoTenTial aPPliCaTions (P-𝑛)

(P-1) Transmission of artistic effects (e.g., film
grain)

(U-1) Encode & reproduce degradations from input

(P-2) Simulate real;world degradations for visual ef;
fects
(P-3) Dataset augmentation
(P-4) Blind image restoration

(U-2) Transfer degradations to new images

(P-5) More flexible and controllable dataset aug;
mentation

(U-3) Direct manipulation of degradation features

ProPosed meThod

Highlight: Disentangle-by-Compression – Killing Three Birds with One Stone

ℒcomp ≔ ∑
𝑖

𝐻(𝑒(𝑖))⏟
Entry in Degradation Embedding

= ∑
𝑖

𝔼 − log2 𝑝(𝑒(𝑖))⏟⏟⏟⏟⏟⏟⏟
(Empirically estimated entropy)

= 𝐻(𝒆)⏟
Entropy of Degradation Embedding

+ 𝐷KL(𝑝(𝒆) ‖ 𝑞(𝒆))

= 𝐻(𝒅) + 𝐼(𝒆; 𝒙) + 𝐷KL(𝑝(𝒆) ‖ 𝑞(𝒆)) , where 𝑞(𝒆) ≔ ∏
𝑖

𝑝(𝑒(𝑖))

Term Meaning Effect (E�𝑛)

𝐻(𝒅) Degradation’s entropy
(unknown & fixed constant) –

𝐼(𝒆; 𝒙) Mutual information
between 𝒆 and 𝒙

(E-1) Disentangle degrada�
tion (𝒆) from content (𝒙)

𝐷KL(𝑝(𝒆) ‖ 𝑞(𝒆)) “Independentness”
of components in 𝒆

(E-2) Disentangle entries in 𝒆
from each other

In addition, our method in the paper can (E-3) separate homogeneous and inhomoge�
neous degradations. (Details and proof can be found in the supplementary material.)

effeCTs of disenTanglemenT
(E-1) Disentangle Degradation from Content (E-2) Disentangle Entries in Degra�

dation Embedding
(E-3) Homo. and In�
homo. Degradations

Group 1 Group 2 Group 3
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Dim 133: JPEG +
noise

Dim 168: Motion
blur (Direction 1)

Content

𝒙

Src of Homo
Deg: Noise

𝒚1

Src of Inhomo Deg:
Strokes

𝒚2

Result

𝑦

aPPliCaTions
(P-2) Simulating real�world degradation for visual effects

On [FilmGrainStyle] On [GoPro]
Clean Ground Truth Reproduce Transfer Clean Ground Truth Reproduce

(P-4) Converting non;blind image restoration methods to blind image restoration:
Distorted Restored by [RSG]

Non;blind Blind Blind
w/ GT deg w/o deg info w/ our model

Distorted Restored by [DPS]
Blind Blind

w/o Ours w/ Ours
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